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ABSTRACT
Detecting modes of transportation through human activity recog-
nition is important in the effective and smooth operation of smart-
phone applications or similar portable devices. However, the ef-
fectiveness of such tasks depends on the nature and type of data
provided, and it can often become quite challenging. “SHL recog-
nition challenge 2021” is an activity recognition challenge that
aims to detect eight modes of locomotion and transportation. The
dataset in this challenge was based on radio data, including GPS
reception, GPS location, Wi-Fi reception, and GSM cell tower scans.
The objective was to create a model that was able to recognize the
modes in a user-independent manner. In this paper, our team (Team
Nirban) gives an appropriate summarization of our methods and
approach to the challenge. We processed the data, extracted various
features from the dataset, and selected the best ones, which helped
our model to be generative and user-independent. We exploited
a classical machine learning based approach and achieved 93.4%
accuracy and 89.6% F1 score on the training set using 10-fold cross-
validation, as well as 62.3% accuracy on the provided validation
set.

CCS CONCEPTS
• Human-centered computing → Smartphones; • Comput-
ing methodologies → Supervised learning by classification;
Classification and regression trees.
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1 INTRODUCTION
In this era of modern technologies, the most common but one of the
most useful devices is the smartphone. Numerous researches can be
done using the data from various sensors inside a smartphone, one
of which is human activity recognition. Human activity recognition
studies are mostly focused on walking, running, swimming, and
other daily activities. With increasing technology and science, and
computational power in the world, multiple HAR works are done
using the data from different sensors [1]. Using those data, it is
possible to recognize transportation activities which is a section
of HAR. Transportation activity recognition has a great influence
on multiple factors such as parking spot detection, suggestion on
traffic routes, public transport congestion prediction, analysis of
road conditions, faster delivery route and time suggestions, and so
on.

The SHL recognition challenge 2021 dataset contains radio data
of eight modes of locomotion [3], [17]. In previous challenges,
datasets contained inertial sensor data of smartphones which were
based on motion sensors. Wearable device sensor data is dependent
on specific locations of that device that has been worked on [20],
[11]. This year with radio data, the main challenge was to find the
accurate location. Radio data gives an approximate position of a
place at best, but it can be off by 9-10 meters on average (up to
90-100 meters in some cases) [7]. To overcome this problem, we
have emphasized on locations that had higher accuracy. The dataset
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also contained cells, GPS, Wi-fi data from where we extracted key
features to train our model.

Our team approached the challenge by working on the raw data
first, and preprocessing it properly to use it in models. We extracted
key features from the data to have better accuracy of the model. Not
all features necessarily helped and some tend to overfit the model,
so to generalize it, we chose the appropriate features. We used a
random forest classifier because of its computational efficiency to
train the data. Figure 1 describes the basic workflow in brief.

Pipeline.png

Figure 1: A Basic structure of our proposed method

The contents of the paper are organized as follows: In the 2nd
section, a broad and helpful description of the dataset is provided.
Proper exploration of the dataset and analysis is also a part of this
section. In section 3, we explain our proposed method for this chal-
lenge. The necessary preprocessing of data, feature extraction and
selection, model classification are explained here. The results and
evaluations of our method are stated in section 4. The limitations
and further improvement in our work are discussed in the discus-
sion which is section 5. Finally, the limitations and conclusions that
are drawn in section 6.

2 CHALLENGE DATASET
The dataset for the SHL recognition challenge 2021 is used in this
paper, which consists of eight modes of locomotion and transporta-
tion activities in a user-independent manner based on radio data,
including GPS reception, GPS location, Wi-fi reception, and GSM
cell tower scans. There are eight activities in total, and they are:

(1) Still
(2) Walking
(3) Run
(4) Bike
(5) Car
(6) Bus
(7) Train
(8) Subway
From Figure 2, we can see that the data is much imbalanced for

the challenge. Specifically, activity label 3 (Run) has so much fewer
data to train on. This is one of the biggest problems to overcome.

Figure 2: Sample distribution among different classes

The train, the validation, and the test parts each contain five text
files. The files and their contents in the training data are:

(1) Location.txt
• Epoch time [ms]
• Accuracy of the location [m]
• Latitude [degrees]
• Longitude [degrees]
• Altitude [m]

(2) GPS.txt
• Epoch time [ms]
• Number of available satellites
• SNR of available satellites
• Azimuth of available satellites
• Elevation of available satellites

(3) WiFi.txt
• Epoch time [ms]
• Variable number ofWi-Fi data including BSSID, SSID, RSSI,
Frequency [MHz] and capabilities

(4) Cells.txt
• Epoch time [ms]
• Variable number of data points based on available GSM,
LTE, or WCDMA signals

(5) Label.txt
• Epoch time [ms]
• Labels

It is to be noted that all the sensors are asynchronously sampled.
The sampling rate is roughly 1 Hz but is time-varying for each
sensor. Note that, depending on the condition of the satellite and
cell, one sensor may receive no signal at all at a certain interval,
and thus no data recorded.

3 METHOD
We opted for classical machine learning methods for the “SHL
recognition challenge 2021”. The sliding window approach is one of
the most popular approaches used with time series data as given in
this challenge [8]. But in cases, where the frequency is too low, or
the system is infrequently switching between states, it may not be
possible to increase the window size as needed to identify complex
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activities [2]. In this dataset, the average sampling rate was close
to 1Hz, which is very low. So, we opted for a windowless approach
instead of the traditional windowed approach. Figure 3 depicts the
summary of our methodology.

Figure 3: Our proposed methodology

3.1 Pre-processing
The given training data contained five different files: Cells.txt,
GPS.txt, Label.txt, Location.txt, andWiFi.txt. Out of the five files, La-
bel.txt contained the labels for all the other four data files. The data
files were inconsistent, and each row could contain an indefinite
number of columns. That’s why we used text mining techniques
to parse all the data in a single structured format without losing
any portion of the data. One of the challenges of the dataset was
different timestamps in different files, which created a problem
while merging the data from different files. So, in this step, we pro-
cessed the fixed timestamps of the Label.txt so that they represent
a continuous period of time that solved the issue mostly. We also
used a median filter for removing outliers, dropped duplicated and
non-numerical rows from the data, and arranged them properly to
make them suitable for the next step, which is feature extraction.

3.2 Feature Extraction
Unlike the previous installments of this challenge [18], [15], [16]
this year, the data is based on radio sensors, including GPS reception,
GPS location, Wi-Fi reception, and GSM cell tower scans. So, the
increased number of data variety makes it more important to extract
related features that are highly correlated to the target labels of this
challenge. We extracted features individually from each of the data
files and then merged them all. Hence, we will be describing them
here one by one:

Cells: Cells.txt file contains cell tower scan data for three cellu-
lar communication standards, LTE, WCDMA, and GSM. For each
standard of communication, we extracted some statistical features
(mean, median, standard deviation, and sum) for different cellular
properties, i.e., signal level, signal strength in ASU and dBm, num-
ber of registered connections. A total of 24 features were extracted
from cell reception data.

Location: GPS location data, including latitude, longitude, al-
titude, and location accuracy, were there in this file. We used the
Haversine formula, well-known for determining the distance be-
tween two points on the globe [10]. The Haversine formula is given
below:

d = 2r arcsin
√
sin2(

ϕ2 − ϕ1
2

) + cosϕ1 cosϕ2 sin2(
ψ2 −ψ1

2
) (1)

where, d is the distance between two coordinates of latitudes and
longitude of (ϕ,ψ ) and r is the radius of the earth.

From the change of distance, we calculated velocity, acceleration,
and jerk by differentiating the distance with respect to time repeat-
edly. These features played the most important role in determining
the target activity.

v =
∆s

∆t
(2)

a =
∆v

∆t
(3)

j =
∆a

∆t
(4)

where, s , v , a and j corresponds to displacement, velocity, accelera-
tion and jerk accordingly.

GPS: We extracted several features from the GPS reception data;
most of them are different flavors of Dilution of Precision (DOP),
i.e., PDOP, HDOP, VDOP, GDOP and TDOP [19]. DOPs are used
to calculate how accurate GPS signal is. The lower value of DOPs
points to the better accuracy of GPS. We can calculate DOPs from
the following formulae:

GDOP =
√
s2x + s

2
y + s

2
z + s

2
t (5)

TDOP =
√
s2t (6)

PDOP =
√
s2x + s

2
y + s

2
z (7)

HDOP =
√
s2x + s

2
y (8)

VDOP =

√
s2z (9)

Wi-Fi: WiFi.txt contained BSSID, SSID, RSSI, Frequency [MHz]
and capabilities data. We extracted different statistical features
for the number of Wi-Fi signals, strength, frequency, and security
systems used in the Wi-Fi systems.

3.3 Feature Selection
Not all features are related to the goal of the challenge. Our model
might learn unnecessary details from redundant and irrelevant
features that do not apply to generalized cases. This may lead
to overfitting our model too quickly. That’s why we made use
of different feature selection techniques that helped us get rid of
features with negative impact. The used techniques include:

1. Chi-Square Test [13]: It is a numerical test that is used to
measure the deviation from the expected distribution and is used
to estimate whether the target label is independent of a feature.

2. Pearson Correlation Coefficient (PCC) [6]: PCC measures how
strongly two variables are related to each other. It helps to remove
redundant features that are linearly dependent.

3. Decision Tree Embedded Selection [12]: DT-based models
use impurity measurements that can be utilized to select the most
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Table 1: Comparison of performance among the four
models

Model Accuracy (%) F1 score (%)
Validation

Accuracy (%)

KNN 85.2 80.1 42.2

RF 93.4 89.6 62.3

ET 93.3 89.2 47.5

XGB 92 87.5 53.8

important features. It was more convenient to use for us as we were
using DT-based models for our classification.

We used all three techniques and used the mean importance to
select the most important 52 features for our proposed method.

4 RESULTS
The challenge dataset was very much imbalanced. Generally, De-
cision Tree-based models work well on determining human activ-
ity from an imbalanced dataset [5]. We have done 10-fold cross-
validation on four different models, namely, K-Nearest Neighbor
classifier (KNN), Random Forest classifier (RF), Extra Trees classi-
fier (ET), and XGBoost classifier (XGB), and used the best model to
predict on the validation set.

We explored some linear and statistical models such as the Lo-
gistic regression, and Naive Bayes classifier to set the baseline
performance for the task. After that, we used three decision-tree-
based models and one nearest neighbor model to evaluate which
model works best on our method. We used 10-fold cross-validation
and found out the Random Forest model gives the best result in the
dataset with an accuracy of 93.4%. On the validation set, it obtains
an accuracy of 62.3%.

As stated in Table 1, the Decision Tree based models did better
than KNN model. Results obtained from ET and RF models are very
close and RF performed slightly better than ET. Hence, we selected
Random forest model to predict on test data.

Table 2 shows the activity wise performance of the RF model
in the validation data. The table has some detailed information
about precision, recall, F1 score, and support for each activity. And
the overall accuracy for all the eight activities is recorded in the
accuracy column.

In Figure 4, the confusion matrix of prediction on the validation
data is shown. It is seen that activities 7 (Train) and 8 (Subway) have
been very frequently confused with other activities. This shows that
our model has struggled to identify these activities. Also, activity
3 (Run) was hardly identified because of a very fewer number of
samples.

5 DISCUSSION
In the validation data, activities 3, 4, and 8 contained a much lower
number of samples than that of other activities. The confusion
matrix shows that these activities were frequently mislabeled or

Table 2: Activity-wise classification report for RF model on
validation data (in %)

Activity
ID

Precision Recall
F1

score
Support Accuracy

1 99 38 55 16996

62

2 87 84 85 31906
3 15 6 8 3676
4 27 99 42 4534
5 64 83 72 39103
6 41 50 45 13457
7 47 10 16 12832
8 56 27 36 6731

Macro
avg.

55 50 45

Weighted
avg.

67 62 60

Figure 4: Confusion matrix obtained using RF model on the
validation set

confused with other activities. So, the imbalance of the dataset had
an impact on the result. Random under-sampling for major classes
along with artificial oversampling for minor classes may be a solu-
tion for this problem. Also, there is a noteworthy difference between
the median accuracy obtained from 10-fold cross-validation on the
training set and the accuracy on the validation set. This shows that
there was overfitting problem on the data during training. One of
the reasons for overfitting was the inconsistency of data in the four
data files. For any given timestamp, it was seen in many cases that
the data is not present in all the files. So, a significant amount of
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data could not be utilized in this process. This also led to a repeti-
tion of the same data due to interpolation which is one of the root
causes of overfitting. Another reason for overfitting might be that
the training data was collected by user 1 while the validation and
test data were collected by user 2 and user 3.

One of the drawbacks of the windowless system is that it consid-
ers a single timestamp to predict the activity. This drawback may
lead to some wrong predictions for any instantaneous change in
features. We can easily overcome this issue by using a median filter
to filter out the odd predictions.

6 CONCLUSION
In our work, we have taken radio data collected with smartphones
and extracted statistical features to train on differentmodels. Among
them, the Random Forest classifier performed the best based on
10-fold cross-validation result. Some important observations have
been noted which can be addressed to get better outcomes. A deeper
dive into cellular network data and Wi-Fi data may be fruitful. We
hope to work on these issues and get better results in the future.
Furthermore, we want to implement other models such as Light-
GBM [4], CatBoost [9] and end-to-end deep learning approaches
on this dataset. The recognition result for the testing dataset will
be presented in the summary paper of the challenge [14].
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